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Abstract

Internet of Things (IoT) refers to the interconnection of a very large number of
heterogeneous-limited-resource-devices that senses and collects information
about their environments. The traditional method to solve the resource scarcity
problem in 10T is to leverage the required resources from cloud environment.
Things continuously send the requests to the cloud through internet connection.
But this is not an optimal solution due to the latency and bandwidth expensive,
so the optimal solution is a fog computing. The idea behind the fog computing is
moving the resources to the network edge to be close to the 10T devices. In this
paper we propose efficient resource management technique based on software
defined network (SDN) capabilities to enhancing the QoS of IoT by exploiting
the collaboration between the fog and cloud computing. We propose architecture
of clusters of fog devices controlled by distributed SDN controllers. In addition
the proposed architecture contains central SDN controller connects to all
distributed SDN controllers and all cloud servers. So that it contains global view
of the network. This paper investigates many issues: task scheduling, mitigate
the load, resource discovery and resource selection to reduce the response time
and guarantee execution all the hard real time tasks within their deadlines and
produces the best effort to execute the soft real time tasks to reduce the penalty.

Keywords:- internet of things; fog computing; software defined network;
cloud computing; resource management

Introduction
Internet of things is a new paradigm of

connecting large  number  of
heterogeneous things that found
around the people in different

environments. Things may be sensors,
actuators  and mobile  devices

interconnect with each other and
collect information about these
environments in order to take true
decision without any intervention
from humans. This generates huge
data that needs to storage, analysis,
and process in good manner. Cloud
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computing considered as a solution to
solve the IoT’s limitations [2].

Cloud computing is large, flexible,
scalable and reliable world of
powerful physical resources that can
be accessed in shared manner through
the internet. Cloud computing uses
these resources to provide
applications, platforms, services and
data storage to the user demands in
virtual manner [5]. But there are some
challenges that make the cloud is not
an optimal choice for 10T due to the
high  and unacceptable latency
between the loT devices and cloud
which leads to catastrophe in some
hard real time tasks. So this was the
motivation to find new concept to
serve loT efficiently which is the fog
computing.

The idea behind fog computing is
migration of the resources to the
devices that exist at the network edge
to be closer to things. Fog device can
be any device has the ability of
connection, processing and storage
such as server, router... etc. that
distributed in different locations. Fog
computing is not substitute for the
cloud computing but a complement to
its work. Another good advantages of
fog computing are: supporting the
mobility, location awareness and
supporting real time applications that
require high quickly responses. It
provides efficient, easy and flexible
solution for 10T to enhancing QoS
because it helps in decreasing the

power consumption, transmission
delay and increasing the throughput
[11].

SDN is developed to simplify the
architecture of traditional networks
and make it programmable. It is a
technology or architecture that
separates the traditional network
architecture into two planes (data
plane and control plane). Data plane
contains simple devices which only
forward the data packets while the
control plane contains the controller(s)
that represents the brain and very
important part of this architecture [3].
The control plane can be centralized
or distributed [4]. There are many
benefits from merging SDN with fog
computing to improve the loT
network that are: first, SDN provides
simple management for different
heterogeneous fog devices. Second,
SDN provides global view about the
IoT network that can help in
controlling the network resource and
infrastructures [8]. Third, the SDN
controller has all knowledge about the
resources and tasks [10]. So that we
will use the capabilities of distributed
SDN controllers to produce efficient
resource management technique in fog
computing.

The main contributions of this
paper are as follows: There are many
researches focused on the
collaboration between fog and cloud
environments, so we first studied these
works and diagnosed their challenges.
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We propose architecture of clusters of
fog devices that work under the
control of SDN controllers to perform
the resources provisioning purpose.
Also we propose efficient resource
management technique by exploiting
the fog-cloud platform and SDN
capabilities to investigate the task
scheduling, mitigate the load, resource
discovery and resource selection
issues to improve the QoS of loT.

The rest of the paper is organized as
follows: in section Il we discuss the
related works. Section Ill introduces
our system model and problem
formulation. Section IV describes our
proposed algorithm. At last section V
concludes our work.

Related Works

There are many researchers studied
the interplay between fog computing
and cloud computing for resource
provisioning purpose and optimizing
QoS. In [1] proposed workload
allocation technique between edge and
cloud computing based on tradeoff

between the delay and energy
consumption. Also they proposed
architecture of four layers: wuser

interface, edge computing, dispatch,
and cloud. They used interior-point
and generalized benders
decomposition methods to create
tradeoff between delay and energy
consumption in edge and cloud
computing respectively, but in this

paper there is high latency because the
fog device forwards the request
directly to the cloud computing if it
fails to handle that request.

In [6] presented load balancing
algorithm upon the dynamic graph
partitioning in fog computing. They
implemented hierarchical fog
computing framework decomposed of
four layers that are physical resource,
resources layer of cloud atomization,
service management and platform
management layer. The system carried
the cloud atomization technique on
fog nodes to create virtual machines.
The disadvantage of this paper is that
the load balancing implements the
protocols at the traditional hardware
that is increase the delay and overhead
as well as it is difficult for the network
management.

In [7] presented  heuristic
scheduling algorithm to provide
tradeoff between response time and
monetary cost. They used architecture
of three layers: 10T devices, fog, and
cloud computing. Fog computing
layer contains n fog devices managed
by the broker. 10T devices send the
tasks to the broker that schedules and
forwards them to the best fog devices
or cloud servers. The disadvantages of
this paper are delay and overhead in
the broker. Also sending all tasks to
the broker instead of closest fog
devices may lead to additional delay
especially when the best fog device is
the closest one.
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In [9] proposed hierarchical
architecture of n layers: mobile
devices, multilayers of fog devices
and cloud layer. Each one of fog
computing multilayers consists of
arbitrary number of servers and each
server connects with all other servers.
All edge devices exchange some of
their information among each other.
The mobile device sends the requests
to the closest edge device. If that
device fails to execute the request, it
forwards that request to the higher
layer. The authors proposed request
placement algorithm depends on the
branch and bound to convert the large
complex problem to many small
problems to select the optimal server
to execute the request based on the
capacity and transmission time. This
technique suffers from high overhead
due to the exchanging of the
information among the fog devices at
different layers.

In  [12] wused the standard
architecture of three tiers: clients, fog,
and cloud. They proposed load
balancing  algorithm  based on
replication technique. The client sends
the request to the nearest fog device. If
it fails to execute the request then it
will broadcast that request to other fog
devices. If there is a certain one can
execute that request, will send the
required data to the source fog device
which will replicate it to be used in the
future, else it will send the request to
the cloud server. The broadcasting of

the request is not optimal solution
because more than one fog device may
execute that request and send the
response, so this technique leads to
high overhead and increase the energy
consumption.

In [13] used classical architecture of
three layers: clients, fog computing
and cloud computing layer. Each
client sends its request to the closest
fog device which executes the hard
real time request based on the data
availability and workload while the
soft real time requests will wait until
finishing all hard requests. If the fog
device fails to execute the hard
request, it will send that request to the
cloud directly, but this leads to high
delay in hard and soft requests and
increases the lost soft requests in the
congestion states.

In [14] proposed architecture of
three layers: Embedded client, storage
server, and computation server. The
storage servers save the required data
to process the tasks. The embedded
clients process the delay sensitive
tasks while other tasks are handles by
the computation servers. There are
three types of delay: 1/O interrupt,
computation and transfer delay. They
used task placement technique to
minimize /O interrupt delay and
scheduling algorithm to decrease the
computation delay. The disadvantage
of this paper is that the size of data
may be very large that leads to high
I/O interrupt delay.
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It is necessary to address the
challenges of the previous works, so
we produce resource management
technique for fog computing based on
the SDN capabilities to optimize the
response time.

System Model and Problem

Formulation

In this paper we propose architecture
of five layers named from bottom to
top: 10T devices, fog computing,
distributed SDN controllers, central
SDN controller and cloud computing
as shown in figure 1. Each group of
loT devices D = {d;, da, ..., dn}
connects to one fog device in local
area network. Fog computing layer
contains number of clusters C = {c;,
C2, ..., cn}, and each cluster c; has
arbitrary number of SDN-based-fog-
devices. Let F = {F¢1, Feo, ..., Fen} is
the set of all fog devices in the
network and F¢; = {figj, facj, ..., fnci} IS
the set of fog devices in c;. Let S = {ss,
Sy, ..., Sn}t IS the set of SDN controllers
in distributed SDN controllers layer.
Each s; contains complete view of c;.
In layer 4, C. represents the central
SDN controller (powerful SDN
controller) that controls and connects
to all SDN controllers in layer 3 and
the cloud servers in layer 5. It is
contain complete view of the network.
In highest layer there are cloud servers
K= {kl, kz, . kn}

Normally each SDN controller has
database which contains information

about each path in its domain such as
average of lost packets, delay and
number of hops to travel from one
point to another. In addition to this
database we propose that each SDN
controller has multi agents that used to
perform many functions such as
scheduling, monitoring and decision
making. The scheduling agent
schedules the requests based on
Earliest Deadline First scheduling
algorithm. The monitoring agent sends
periodically messages to fog devices
and cloud servers to collect
information about their current state
such as the number of tasks in the
gueue and average service time. The
scheduling agent sends the requests to
the decision making agent that based
on the information of the monitoring
agent and the database of SDN
controller selects the optimal solution.

Let T = {ti, to, ..., to} IS the set of
task requests that launched from loT
devices to the fog device fi. Each tj in
T has some parameters {ari, di, €}
where ary is the arrival time, d; is the
deadline and e; is the maximum
execution time of t;. In table 1 there
are other notations. For each t;, fi;
needs to check the feasibility and
available capacity.
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Fig 1: The proposed architecture.

Table 1: Notations

execute certain hard real time
task.

SCSsj

Soft candidate set of fog devices
in the same cluster which have
not any hard real time task. This
set has been created by s; to
execute certain soft real time
task.

HCS.

Hard candidate set of fog
devices in the other clusters.
This set has been created by C.
to execute certain hard real time
task.

SCSc

Soft candidate set of fog devices
in the other clusters which have
not any hard task. This set has
been created by C. to execute
soft real time task.

Symbol Description Dc;mpl It is th(jetcomputfti:)n tfime that
The type of ti that may be hard ific; | required to execute tiinfic;

Ttti real time task or soft real time .| IUis the total waiting time of & in
task. ific ficj until selecting the appropriate

HTQ Hard task queue device to execute it.

STQ Soft task queue omm | It is the communication time
The address of optimal fog hfigjsj | required to send Rn from figj to s;.
device in the same region omm | It is the communication time
execute tj mpt It_is the required time to execute
The address of optimal fog ITFs, | tiin TFj. _

Atrc device in other region that smm | /1S the communication time
selected by C. to execute t; Fsific [ﬁ(:quwe? to send response from
The address of optimal cloud 5j 1O Tigj.

ATk server that selected by C. to It is the rt_aquired time to disc_over
execute t; u_is the candidate fog devices in c;

opP The optimal path to reach from ] and select the optimal one to
ficj t0 Arsj, Atrc OF ATk exgcute t;. . .

Hard request that tells s; or Cc ng_m_ It is the required time to send

R that fig has hard real time task ifici | Atesj and OP from s; to figj.

" needs to be executed in other fog DC;WTIF ::t Is }he ngﬁ(:ded time to send t;
device or cloud server. MeTFe] from figj to Te.
Soft request that tells s; or Ce Dompl It_is the required time to execute

R, that fi; has soft real time task iTFe | tiin TFe. - _
needs to be executed in other fog omm | It is the communication time
device or cloud server. hsiCc | needed to send Ry from s; to Ce.
Hard candidate set of fog It is the communication time

HCS;; devices in the same cluster. This cl):n;—nf]icj required to send response from
set has been created by sj to TFc to fig.
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It is the needed time to discover
the candidate fog devices in
other fog clusters and select the
optimal one to execute t;.

D

c

D‘;_”‘T‘;K The required time to send t; from
MEE | £ to TK.

Domp[ The required time to execute t; in
iTK TK.

It is the communication time
required to send response from
TK 10 figj.

mm
K-ficj

A. Feasibility Constraint

In some time intervals there are
high intensity of tasks, so some tasks
may not meet their deadlines, let Xiisic;
denotes whether t; meet its deadline in
ficj or not

deadlin

1, if t; can be executed in fi;; and meet its
Xiificj = e-|:

0, otherwise

o))

To sovle this problem, all these
tasks must be sent to the higher layers
to find the appropriat fog device or
cloud server to execute them.

B. Fog Device Capacity Constraint

Let max" is the upper bound of fog
device fig; capacity and Load" is the
workload allocated to fog device ficj S0

0 < Load"™ < max" (2)

Let Lsc illustrates whether the fog
device is overloaded or not.

1, if fi¢j is overloaded
Lticj ‘|: =
@)

0, otherwise

C.Cloud Server Capacity
Constraint

In each cloud server there are
number of virtual machines, each one
has limited capacity. Let min®™ and
max“™ is minimun and maximum
capacity of virtual machine v; in cloud
server ki, and LV is the workload
allocated to v; so:

If fii; fails to execute hard task t;, it
will send request Ry, to s;. This request
tells s; that fi; is overloaded. s; by
using its multi-agents checks other fog
devices in its domain and creates
candidate set to find the optimal one
(TFs) to execute t;. Then s; sends to fig;
the address of TFg and the optimal
path to reach from fig; to TF. At this
point fi;; sends t; to TFy;. Finally TF;;
execute t; and sends response to fig. If
s; fails to find the appropriate fog
device to execute t; because all other
fog devices in its domain are
overloaded, then will forward R; to
C.. Cc will select optimal device from
other fog clusters TF. or select the
optimal cloud server TK from cloud
computing layer if all fog devices are
overloaded. Then C. sends to fi; the
address of selected device and the
optimal path to reach it. As well as
sends updated flow tables to all
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intermediate points in this optimal
path. fi; sends t; to it (TF. or TK) for
processing which later sends response
o ficj-

D.Task Compeltion Constraint

To enhance the QoS of real time
system, all the hard real time tasks
must complete their execution within
their deadlines that leads to optimize
the response time and throughput. For
each task t;j there is probability to be
executed by closest fog device (fig),
other fog device in the same cluster
(TFs), fog device in other cluster
(TFc), or in worst case by the cloud
server (Tk), so

Ptifict Y PtiTFet D PtTF+ > PtiTk
ficehcj TFsgcj TFeF TKeK
—1,VtieT (5)

E. Fog Computation Delay

Fog device from the view point of
queuing theroy considered as m/m/1
queuing model. Let Ay is the service
rate and Byij is the traffic arrival rate
of fog device fi;;. The fog computation
delay in fi; can be computed as

ompt _
Dis™ - Afici-siic ©

F. Cloud Computation Delay

In each cloud server ki there are m
virtual machines, so it is consider as
m/m/n queuing model. Let By is the
traffic arrival rate and Ay is the
service rate. The cloud computation
delay in k; can be computed as

ompt _ C(m Bkl’Ak) i
D™ - = Ak Aki @

G.Communication Delay

In our model there are number of
communication delay types. Some of
them are little significantly like the
communication delay between fi;; and
sj, delay between s; and C. while some
other of them is very high such as the
delay between fi¢; and cloud server.

The communication delay types are as
follows:

e Fog Device to SDN Controller
Delay

The traffic rate transferred from fi
to SDN controller s; is wrigsj and the
delay from fi to s; iS drsi. The
communication delay between fog
device and SDN controller is

D?CTZ]Z Wricjsj * Cicjsi 8)
e SDN Controller to Central SDN
Controller Delay

When the traffic rate launched from
SDN controller s; to central SDN
controller C is wsjcc and the delay
from s; to C. is dc, the
communication delay between SDN
controller and central SDN controller
can be computed as

u?_rgrz = Wsjce * Osice 9)

e Central SDN Controller to SDN
Controller Delay

Let wce; denotes the traffic rate
transferred  from central SDN
controller C. to SDN controller s; and
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dcesj denotes the delay from C to s;.
The communication delay between

central SDN controller and SDN
controller is
i — Wccsj * dCcsj (10)

C-Sj

e SDN Controller to Fog Device
Delay
When the traffic rate transferred
from SDN controller s; to the fog
device fig IS Wgjsi; and the delay from
Sj to figj IS dsjficj, the communication
delay between s;j and fig is

[19'“.”". = Wficj * Usjficj

j—ficj (11)

e Fog Device to Optimal Fog Device
Delay

If the traffic rate launched from fog
device fi; to the optimal fog TF is
Wrigite and the delay from fig; to TF is
dricjre, then the communication delay
between fog device and optimal fog
device is

D?r.r‘m = WrigjTF * CficjTF

icHTF (12)

e Optimal Fog Device to Fog Device
Delay

Let Wrrricj represents the traffic rate
launched from optimal fog TF to fog
device fi; and drrij represents the
delay from TF to fig The
communication delay between optimal
fog device and fog device is

mm

Ffigj (13)

= WrFficj * OTFficj

e Fog Device to Optimal Cloud
Server Delay

Let wigrk IS the traffic rate
transferred from fig; to TK and dsicjrk 1S
the delay from fi; to TK. The
communication delay between fog
device and optimal cloud server can
be computed as

uof“f“ = WrigjTK * CficjTk (14)

ifigiTK

e Optimal Cloud Server to Fog
Device Delay

Let wrkiig IS the traffic rate
transferred from TK to fi;; and drkiicj
is the delay from TK to fig. The
communication  delay  between
optimal cloud server and fog device
can be computed as

oMM = Wrkfic * Orficj (15)

K-ficj

The hard real time tasks must be
executed within their deadlines, so:

Case 1: if t; can be executed in ficj then
D o (15)

Case 2: if tj can be executed in TFg
then

ait omm ompl mm
+ + +
ificj Dific}TFs_ [jiTst Fsifici~ = G
17)

Where

ail _ omm
ific hficjsj

is | omm
[1 [1]—f|0]

Case 3: if tj can be executed in TF.
then

ait mm ompt mm
+ +1 ). + <d
ific] ificiTFc [leFc Fefig— ©

(19)
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Where their deadlines. By using decision
ait_ ~yorm |, ~gomm u.s Dt making agent, SDN controller s;
e~ LoRafisj Lsice™ =9 selects the optimal fog device TFy
i @ from its domain and central SDN

Case 4: if t; can be executed in TK
then

ait omm ompt omm
+ + | ) + <dy
ificj Dificj—TK DlTK Kfig —

(21)
Where
ail_ omm is
ific] hfic151 thCc u [X)%J

D% @2

The communication times required
to transfer t; from one location to
another are different where

omm omm omm
Dificj—TFs. [jific}TFc Dific}TK (23)

omm omm - _ omm
Fsjficj Feficj K-ficj
(24)

The Proposed Algorithm

In this section we explain the
proposed algorithm to perform the
resource management technique to
provide the resource and assign each
task to the appropriate fog device in
order to enhance the QoS of loT
network. According to (23) and (24)
the main goal of our algorithm is
assigning more tasks to the fog
devices that are close to the IoT
devices and decrease transferring of
tasks to far cloud servers to minimize
response time and guarantee that all
hard real time tasks execute within

controller C. selects the appropriate
fog device TF. from other domains or
TK from cloud computing layer based
on the information of their database
and information of monitoring agent.

Our Proposed Algorithm
1-  disendst;to fig
2-  if TTy = “hard” then
3- if Lﬁcj =0& Xficj =1 then
4- ficj adds t; to HTQ
5- fi; reschedules the hard tasks based on priority
(deadline) by using EDF
6 else
7- fig sends Ry to s;
8- sj reschedules the hard requests based on priority
by using EDF
9- sj creates HCSg; for Ry,
10- decision maker of s; selects TF; from HCSy
11- s; sends Aresjand OP to fig
12- fig sends tjto TFy
13- TF,; reschedules the hard tasks based on priority
(deadline) by using EDF
14- TF executes t; and sends response to fi
15- If HCS = @ then
16- sjsends Ry to C¢
17- C. reschedules the hard requests based on
priority by using EDF
18- C. creates HCS, for Ry,
19- decision maker of C selects TF. from HCS,
20- Cc sends Arecand OP to s
21- sj sends Arecand OP to fig
22- fi; sends t; to TF,
23- TF. reschedules the hard tasks based on
priority (deadline) by using EDF
24- TF. executes t; and sends response to fig
25- If HCS. = @ then
26- decision maker of C.selects TK
27- C. sends Arxand OP to s;
28- s; sends Arkand OP to fig
29- ficj sendstito TK
30- TK reschedules the hard tasks based on
priority (deadline) by using EDF
31- TK executes ti and sends response to ficj
32- Else (TTg = “soft”)
33- fi adds ti to STQ
34- fi; reschedules the soft tasks based on priority
(deadline) by using EDF
35- If HTQ is empty then
36- fi; executes t;
37- Else
38- fig sends Rs to s;
39- s; reschedules the soft requests based on priority
by using EDF
40- sj creates SCSg; for Rg
41- decision maker of s; selects TFgfrom SCSy
42- s sends Aresjand OP to fig
43- fi; sends tj to TF;
44- TF; reschedules the soft tasks based on priority

(deadline) by using EDF
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P ﬁ@ggj&“tgiﬁ;”d sends response to fig use the sim_ulation to build the
47- ; sends R to C,
48- E:csl?enscshedu?es the soft requests based on proposed arChlte(_:ture and evaluate the
priority by using EDF proposed algorithm in terms of
49- C. creates SCS; for Rg .
50- decision maker of C. selects TF. from SCS, response fime, the percentage of hard
51- Cc sends Arecand OP to s; . .
52- s, sends Areeand OP 10 fig real time tasks that meet the deadline
53- ficj d tit TFC H
54- Tcheer;(e(S:ute(s) tj and sends response to fig and the bﬁndWldth cost.
55- If SCS; = @ then
56- decision maker of C, selects TK
57- Cc sends Arkand OP to s
58- s; sends Arcand OP to References
59- fig sends tjto TK
60- TK reschedules the soft tasks based on
iority (deadline) by using EDF i
oot o porse 0t 1] Qfgg’ R-’d LUL.R-’ Lah C-’(Zbli%”)’
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