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Abstract

Laser scanning or as literary referred to as Lidar is the digital technique of obtaining
information about physical objects using laser light. Airborne Lidar has shown increasing
utility for feature extraction applications through enhancing the physical objects recognition
process. Airborne and terrestrial Lidar provide a radiometric information alongside standard
geometric information to the end user such as intensity. Intensity can be considered one of
the most important parameter to identify ground features towards accurate object
recognition application. This value cannot be used directly because the signal may influence
by many variables during the travel between the source light (sensor) and the target. These
including atmospheric, incidence angle and the target properties effects, for this reason this
value should be corrected before using. This research will focus on incidence angle effect to
correct Lidar intensity signal. Incidence angle is a function of the illumination direction
between the sensor and the target and the point cloud orientation (normal vector). This
paper, investigates the possibility of improving an approach to compute the normal vector
for individual point clouds following 3D moment invariant theory. This was applied by
using the commercial (OPALS), this software contain tools to compute normal vector value
for individual points which were used later to compute the required incidence angle value.
This leads to correct the intensity value and deliver normalized value toward improvements
of automatic feature recognition applications

1-Introduction
1.1 Theoretical Background

Laser scanning or Lidar "light
detection and ranging” is one of the
new digital technology of delivering
accurate 3D spatial information of the
Earth’s surface objects using laser light
[1,16]. It is an active remote sensing

system using a laser beam to scan
objects and compute range between the
laser unit and the ground object. There
are four types of laser scanning
systems (Airborne (ALS), terrestrial
(TLS), mobile (MLS), and space borne
(SLS)) [16]. These systems are a
noncontact measurement instruments
those produce a 3D digital
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representation (e.g. point cloud) of the
Earth surface.

All  commercial laser scanning
systems can provide 3D information.
The 3D point clouds delivered from
laser scanning systems are generated
based on the integration of three
individual components: a
GNSS(Global  Navigation  Satellite
System)system to provide positioning
information,  an INS  (Inertial
Navigation system) unit for altitude
determination, and a laser unit to
provide range (distance)information
from sensor to the target [15]. Most
systems are also included within build-
in digital cameras to deliver imaging
information. Light travelling from the
laser source to the reflected target
surface and back to the light detector is
recorded to offers a very convenient
method of evaluating distance [16].
Airborne laser scanning (ALS) is a
laser scanning mounted on an airborne
platform. Land cover is scanned either
from a fixed wing or a helicopter
airplane in order to collect all
necessary information to model the
topographic surface [1]. Commercial
ALS systems typically operate at
wavelength between 800 and 1150 nm.
One advantage of ALS compared to
classical  photography is  non-
dependence on the sun as a source of
light (operate day and night), and the
interpretation of laser scanner data is
not hampered by shadows caused by
neighboring object or cloud [17]. The
most Airborne and terrestrial systems
provide  radiometric  information
alongside the geometric information

such as intensity  for  each
measurement. These measurements are
important  for  target  detection
applications. Figurel shows the
dependence of intensity to recognise
object.

Figure 1 Dependece of intensity to recognise
objects: a) RGB orthophoto; b) Image coloured
by hight values; c) Image coloured by intensity
values. (H. Gross, 2008).

The intensity values delivered from
multiple flightlines are lake to be
perfectly matched for the same ground
targets due to variables affecting the
laser signal when travel between the
sensor and the target.

Figure (2) Dependency of the incidence
angle on the intensity signals from two
different flightlines: a) RGB image; b)
Intensity values of flight line 1; c) Intensity
values of flight line 2.
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These effects are aimed to be
eliminated in order to deliver accurate
intensity signals to these targets.
Litermature has found that incidence
angle of the illumunation scatter has
the major effect of mis-matching [1,2].
Figure2 explain the difference in
intensity signal delivered from two
different flight lines over the same area
from aerial data which used in this
resarch .

In this research, the incidence angle
effect was the main focus to correct
intansity value and normalize it from
objact orientation error.Incidence angle
Is a function of point cloud orientation
(normal vector) and the illumination
direction from the position of the
sensor to the target. The 3D moment
invariant theory can be used to deliver
the normal vector. To apply this, an
accurate normal vector routine should
be used. The commercial software
OPALS which stands for "Orientation
and Processing of Airborne Laser
Scanning data" can be used to deliver
this value. The Vienna University of
Technology, Department of Geodesy
and Geoinformation is developing and
maintaining the laser scanning (LS)
software OPALS, which is a powerful
tool to deliver normal vector. It is a
modular program that consisting of
small, well defined components
referred to as "modules™. Each module
is accessible in three different ways: a)
as command line executable from
within a DOS/UNIX shell, b) as python
module from within python shell, and

c) as C++ code. The aim of OPALS is
to provide a complete processing chain
for processing airborne laser scanning
data and automatic workflow for huge
data volume and rapid availability of
new  algorithms. In OPALS,
management of point cloud data is
based on OPALS data manager
(ODM)[11]. This software is very fast
processing and flexible modules, but
no graphical user interface(GUI) is
provided. Therefore, an insists of a
software to view the results is needed,
such as GIS, QT modular, Fugro
viewer etc. In this research, OPALS is
utilized to deliver the normal vector
values following three different
algorithms  towards delivering a
modified lidar intensity normalization
routine from incidence angle effect.
Currently three different normal
estimator are provided which can be
mainly differentiate by their degree of
robustness. simple Plane (S.P) is a
standard least-squares plane adjustment
offering no blunder detection (fastest
method). Hence, it should be used if
the normal quality is of minor concern
or the focus is set on a simple
roughness detection strategy. Robust
Plane (R.P) detects blunders using
observation weighting based on their
residual. After convergence all blunder
are eliminated and a final adjustment,
using equally weighted observations, is
performed. The robust FMCD (Fast
Minimum Covariance Determinant)
estimator uses an additional inverse
distance weighting strategy for better
approximation of the local point
environment .
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1.2Previos Studies of Normal Vector
Computations

Incidence angle is a function of the
point cloud orientation (normal vector)
and the illumination direction between
the sensor and the target[1]. In order to
deliver the normal vector for individual
points in 3D space, the environment
enclosing points should be defined.
Several neighborhood assumptions
which deliver normal vector estimation
for ALS data is available. The
neighborhood of the 3D laser point is
defined by the K-nearest means inside
a small environment centered by the
point of interest [16].There are two
neighborhood environments  which
better define unstructured characteristic
of the 3D laser points; these are the
spherical and cylinder neighborhood
definition [7].Figure3 demonstrates
these two environments for laser
scanning point clouds. The parameter
which required to define the spherical
environment is the radius of the sphere.
However, the cylinder environment
required the radius and the height of
the cylinder. The spherical based
neighborhood definition is appropriate
and more generic to be adopted in case
of dense discrete data [2]. The majority
of the existing normal vector
estimation methods are based on the
spherical approach [15, 5].The normal
vector established by the 3D spherical
volume for individual point clouds
according to the Euclidian distance
assumption in spherical environment
following the 3D moment invariant
theory which was firstly described by

[7]. The definition of the 3D moment
invariant was well described by [15]
and later improved by [5]. The author
in [13] proposed a new method to
compute the normal vector based on
fitting directional tangent vectors at the
data point. The normal vector is
derived by minimizing the variance
between the associate direction tangent
and the normal vector. However, [6]
used the moment invariant
methodology to compute the normal
vector and select all the point inside a
close environment and use the results
to compute the incidence angle to
normalize intensity value. Author [5]
showed that the normal vector of the
local plane of the point belonging to a
segment (i.e. plane) are almost
identical, therefore

several requirement for the plane
fitting algorithm are introduced. This is
basically to handle a high noise level
and robustness at sharp surface features
(i.e. plane intersection at common
edges). Therefore a new method was
developed which fulfills the needed
requirements. This method is based on
the Fast Minimum  Covariance
Determination  (FMCD)  approach
described by [14]. Author [12]
investigated this method to compute
the normal vector in three different
assumptions under the software
package OPALS. Three different
methods based on 3D moment
invariant were investigated. In this
research, it was based on commercial
software (OPALS) to compute the
normal vector in the 3D spherical
environment .The definition of the 3D
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moment invariant deliver the center of
gravity and the matrix of covariance.
This leads to Eigen value analysis of
the individual points and compute the
Eigen vector for the smallest Eigen
value which represent the optimal
normal vector needed.

Figure (3)The two neighhorhood
environment definitions: a)
spherical; and b) cylindrical

(Wang,2013).

2- Data sets and Study sites

This research was applied on two
different datasets. One of them was
aerial and the second was terrestrial.
The aerial dataset was from

Haltwhistle town in the north of
England, U.K. The site present urban
and rural areas within manmade and
natural ground with a range of
embankments and a variety of land
cover features. It was covered by six
flight lines with different overlap
regions. Different targets (roof, asphalt,
grass, complex roof) were selected
from different flight lines to examine
the applied approach. The data was
captured in July 2007 from discrete
pulse Optech ALTM 2050 sensor
which mounted on a helicopter with
high resolution of 20 points/m? and a
pulse repetition rate of 50 KHz.

Figure Figure (4) The two datasets used in this research: a) Haltwistle town, UK; b)

Department of Surveying Engineering, IRQ

The data set was obtained from
Newcastle University for academic
purposes. The terrestrial data set was
captured for the department of

Surveying  Engineering  of  the
University of Baghdad in Al-Jaderia
district in Baghdad. The data was
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scanner device in April 2015. The
building of the department was covered
following number of steps by
delivering overlap areas for calibration
purposes. The device was mounted
nearly (5-8)m range (this distance
selected according to the designed
target) from the building and use the
total station and GPS to compute the
coordinate of the device position.
Figure4 show both mentioned datasets.

3. Methodology

To compute the normal vector for
individual points, the 3D moment
invariant theory which based on the
spherical environment definition was
applied. The parameter which required
to define the spherical environment is
the radius of the sphere (radius is the
distance between the first and last point
in the defined spherical environment).
The moment invariant theory is defined
by Eq.1 [2]:

mie= [ ¥y f(x,y,2)d (1)

Where i, J, ken, and i + j+ k are the

order of the moment

n is the number of neighborhoods point
f (x,y,2) is the weighting function

v is the individual points

In this stage of the research will
apply the three method over all
individual points. The order of the

moment was restricted to i+ j+ k<=2
following the moment definition. The
center of gravity of the estimated
volumetric definition can be estimated
as follows:

- Mioo — Mo10 — Moo
X = 1 ’y: 1 ,Z 1 (2)

mOOO mOOO mOOO

And the centralized moment can be
computed as follow:

migke = ['(x = %) (y -9 (z -

z) *f (x,y,2)dv (3) Mik(Xa, Vo Za) =
Sz — ) v =) (2 —

2) “fOnywz)dv  (4)

Where a is the point of interest.

The normalized moment was
delivered by selecting the radius of the
sphere which contain all the points

Miijk

Mik = ———
Rl+]+kmooo

_25:?(3@_7)1 (yv_y)j (ZV_E)kf(xvvyv:Zv)dv (5)
R f (v yvzy)dv

Finally symmetrical covariance matrix

was computed for every centroid point

as follow:
mZOO ﬁillo mlol

M =|Mi10 Mo20 Mo11 (6)
Mio01 Mo11 Moo2

Thereafter, the Eigen value was
estimated for each point and the Eigen
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vector for smallest Eigen value was
delivered. This Eigen vector represents
the optimal normal vector estimation.

The OPALS software has three
different normal estimators which can
be mainly differentiated by their degree
of robustness. Figure5 shows the
normal vector delivered from OPALS.
The first estimator was applied based
on the Simple plane (SP) method
which is a standard least square
adjustment with no blunder detection.
The second method is robust plane(RP)
which  detects  blunders  using
observation weighting based on their
residuals. After the elimination of all
blunders, a final adjustment using
equal weighted observations is utilized.
The robust method is the FMCD (Fast
Minimum  Covariance  Detection)
estimator which uses an additional
inverse distance weighting strategy. If
the robust estimator is selected, the
number of the neighbors should be
increased (>10). For more details,
please refer to [12]. Following that, the
dot product was used to compute the
incidence angle (0) between the normal
vector (N) and the elimination direction
(E), and to normalized intensity value
(In)following the Lambert cosine law is
delivered as shown in Eq. (7).

In=-2 )

cos©

Figure (5) Normal vector estimation of
buildings and vegetation visualized with
Para View (OPALS, 2015)

4.Results and Discussion

In this research, to correct the
intensity value from incidence angle
effect, the normal vector was

computed for individual 3D points
following three different methods. Ten
points have been utilized as neighbors
applied on specific selected targets
from both datasets.

Manmade and natural features were

selected in aerial dataset from
overlap areas between two adjacent
flight lines (asphalt road, house roof,
complex roof, terrain, etc.).

Figure6 shows the normal vector
results delivered from the mentioned
three methods of complex surface from
house roof targets from aerial dataset.

Using the trajectory information,
illumination direction can be computed
by estimating the vector from the
sensor to the target. This leads to
estimate the incidence angle value for
individual point clouds following
vector dot product in 3D space. To
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correct the intensity value, the Lambert
cosine law was applied to compute the
normalized intensity for each point in
both flight lines.

Figure7 shows an interest area
colored based on intensity value from
two flight lines, difference map was
computed from the original and the
normalized intensity signal in the
mentioned  three  methods.  The
difference map is the difference of
intensity value from multiples flight
lines, however, the maps colored based
on intensity value for individual
interest areas in the overlap region
delivered from all flight lines and
subtracting these map from each other.
To approve the output results,
statistical analysis was adopted for all
the selected targets and the interest
areas in order to deliver an accurate
value of the match between the signals
from overlapping flight lines as
compared with the original signals.
This can deliver an indication about the
elimination in the discrepancies
between overlapping flight lines after
intensity correction following three
different methods. Two -sample T-test
is used to compare intensity values
delivered from three normalization
methods before and after correction.
The 2-sample T-test was designed to
compare means of two samples after
checking the variance analysis based
on F-test or levene's test following P-
value analysis [12]. If the P-value
greater than 0.05 this mean the two
data sets have equal variances thus they
are both similar and the statistical

hypothesis can be accepted. Following
difference map  analysis, the
comparison was based on comparing
between P-values delivered after
normalization with those delivered
from the original signals to find the
progress percentage .

If the difference was too small
referred by P-values, T-values can be
adopted for analysis instead such as the
case in some targets selected in this
research. Please refer to [12]for further
details about P and T values. Table 1
and Table 2 show the P&T values
results delivered from T-test analysis to
each selected target in both aerial and
terrestrial data sets respectively. The
results from statistical analyses show
that the difference map have delivered
lower discrepancies and thus better
match between flight lines after
correction  when using FMCD
algorithm to compute the normal vector
in a comparison with both the simple
surface (S. P.) and R.P methods over
truly planar surfaces. However, when
the surface was complex, the results
show that the S.P and R.P method scan
deliver Dbetter results than FMCD
algorithms. The results from the S.P
and R.P methods were nearly identical
over all selected targets. Figure (8)
shows samples of the selected targets
in this research.

It can be noticed from Table 1 and 2
that the T-value decreases after
correction from all methods comparing
with the original difference in intensity
value. This means that the difference in
intensity from two flight line was
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minimized after correcting the intensity signals from incidence angle effect.
>
¥

-z
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——=== PMCD
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Figure (&) Normal vector results of the normal vector delivered from three methods. Where
oreen normal vector is refering to 8.P, red normal vector is referring to R.P, and hlue normal
vector is referring to FVICD.

Table (1) Shows the results delivered from statistical analysis following 2-sample T-test of

aerial dataset (Haltwhistle town).

No. of Points Original Simple plane method Robust plane FMCD method
method

Flightlinel Flightline2 P- value T-value P- value T-value P-value T-value P-value T-value

Roof housel 250 821 -10.80 -4.22 -4.22 -1.76

Roof house2 563 1165 -10.87 -6.64 -6.64 0.043

Complex 1647 3354 -20.17 -13.29 -13.29 -15.18
roofl

Complex roof2 1432 3443 -22.60 1.62 1.62 -5.68

Asphalt roadl 1071 2729 -21.79 -19 -19 -23.55

Asphalt road2 1442 3501 -15.67 -7.20

Terrain slopl 582 1049 -55.35 -21.48

Terrain slop2 1084 2537 -70.57 -0.72
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Figure (7) The selected interest area from aerial dataset colored by intensity value: a)
Origenal intensity from two flight lines and their difference map; b) Normalized intensity
from two flight lines and their difference map using S.P method; c) Normalized intensity
from two flight lines and their difference map using R.P method; d) Normalized intensity

from two flight lines and their difference map using FMICD method.
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Table (2) Show the statistical analysis results of terrestrial data set (Surveying Engineering

Department).

Target No. of Points Original Simple plane method Robust plane method FMCD method
Flight line P-value T-value Flight line P- value T-value Flight line P-value T-value Flight line P-value T-value

stripl 177063 1&2 0 -577.15 1&2 0.6 0.48 1&2 0.6 0.48 1&2 0.144 -1.46

Grass Strip2 14463 1&3 0 -279.19 1&3 0.363 0.91 1&3 0.363 0.91 1&3 0.128 152
Strip3 3847 2&3 0 -14.28 2&3 0 9.11 2&3 0 9.11 2&3 0 5.23

Stripl 25651 1&2 0 -34.45 1&2 0.001 -3.40 1&2 0.001 -3.40 1&2 0 -4.68

ComplexWall

Strip2 19663 1&3 0 -27.84 1&3 0.004 -2.90 1&3 0.004 -2.90 1&3 0 -6.55

Stripl 405738 1&2 0 53.78 1&2 0.002 313 1&2 0.002 Ehike] 1&2 0.268 =il 411

Plate Strip2 122617 1&3 0 91.96 1&3 0 2323 1&3 0 23.23 1&3 0 1471
Strip3 64286 2&3 0 37.05 2&3 0 7.47 2&3 0 7.47 2&3 0.150 1.44

Stripl 43523 1&2 0 20.85 1&2 0 4.12 1&2 0 4.12 1&2 0.097 -1.66

Plate /boy

Strip2 15046 1&3 0 44.01 1&3 0 8.61 1&3 0 8.61 1&3 0 8.38

Strip3 8143 2&3 0 19.95 2&3 0 11.44 2&3 0 11.44 2&3 0.436. 0.78

Stripl 19050 1&2 0 14.85 1&2 0 8.14 1&2 0 8.14 1&2 0 10.79

Column Strip2 9924 1&3 0 18.20 1&3 0 9.53 1&3 0 9.53 1&3 0 12.35
Strip3 ey == = 28 == = 2 == = e = ==

Stripl 33220 1&2 0 -16.52 1&2 0.276 1.09 1&2 0.276 1.09 1&2 0.096 1.67

Strip2 10607 1&3 0 -15.60 1&3 0.001 3.42 1&3 0.001 3.42 1&3 0.184 133

Balcony

Strip3 6285 2&3 0 -5.95 2&3 0.128 1.52 2&3 0.128 152 2&3 0.938 -0.08

Stripl 2285 1&2 0 12.14 1&2 0.45 -0.74 1&2 0.45 -0.74 1&2 0.917 -0.10

Balcony/window

Strip2 3274 1&3 0 28.78 1&3 0.83 0.21 1&3 0.83 0.21 1&3 0.0901 1.69

Strip3 4167 2&3 0 19.50 283 0.293 1.05 283 0.293 1.05 283 0.298 1.04
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roof house

asphelt ryroad

trrain slope

Figure (8) Sample RGEB orthophotos of the

selected targets.

5. Conclusions.

In this paper, two different lidar
platforms, correcting lidar intensity
signals from incidence angle effect
based on three different algorithms
for normal vector computations were
introduced and  demonstrated.
Following three different normal
vector computation methods, it was
found that the S.P and R.P methods
can deliver nearly the same results
over different targets with various
properties. However, the FMCD
method delivers the best results over
all simple planar surfaces. When the
plane is complex both S.P and R.P
method scan deliver better results
and some exceptions have notices

which might happened due to noise
effects. After applying the Lambert
cosine law to reduce the incidence
angle effect towards lidar intensity
correction, discrepancies between
signals from flight lines have
decreased successfully. Better match
between overlapping flight lines was
delivered after intensity correction
process. This was demonstrated and
validated following visual and
statistical analysis. This can be
clearly seen for all selected targets
from Table 1 and Table 2 of both
datasets.  Further, the  visual
improvements through difference
map analysis can be seen in Figure
(7) over the selected interest area
from the aerial dataset. This is
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clearly visualized in the regions
highlighted with the white circles
with  the difference delivered
between the original and the
corrected signals from the three
applied methods. Following these
achievements, an improved intensity
correction method will be introduced
in future work and compare with the
presented results towards more
generic and accurate lidar intensity
signals methodologies for target
detection and object recognition
applications.
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